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What we do

• Mainly: Provide IaaS and
PaaS to researches

• Optionally: Help students
train on better hardware
and distributed computing



Summary

Introduction

Openstack services

Install and configure MAAS

Install and configure Juju

Deploying OpenStack with Juju

• Interacting with Openstack cloud

• Shared services

• Openstack services

Openstack Operations

• OpenStack Heat

• Kubernetes

• Sahara

Orchestation for Big Data | DEMO



What is OpenStack



Hardware

Compute Nodes

• 16 x compute node HPE Synergy 480 Gen10:

• 2 x Intel Xeon-Gold 6240 (2.6GHz/18-core)

• 128 GB RAM @ 2933 MHz | 2 x 300GB SAS 12G Enterprise 10K in
RAID 1

• 2 x 25 Gbps Ethernet and 2 x 32 Gbps FC

Management and Controllers

• 4 x rack server HPE ProLiant DL360

• 2 x Intel Xeon-Gold 6240 (2.6GHz/18-core)

• 128 GB RAM @ 2933 MHz | 2 x 300GB SAS 12G Enterprise 10K in
RAID 1

• 2 x 25 Gbps Ethernet and 4 x 1 Gbps Ethernet



Hardware

SAN (storage area network):

HPE 3PAR 8440

• 162K IOPS Mixed (read/write), 110K write

• 3.5 GB/s read, 2.4 GB/s write

• Capacity 760 TB RAW, 550 TB USABLE

• IO 4 x 32 Gbps FC and 4 x 16 Gbps



Network 
Diagram

Architecture wise, OpenStack 

can have 4 different networks:

 Management: services talk to 

each other here

 Data/internal: VM to VM 

communication

 Exterior: exterior networking

 Storage: storage networking





OpenStack



Instance 
creation 
workflow



MAAS 
config



MAAS config



Cloud 
Diagram



Regions



Availability
Zones

Availability zones are a logical
subdivision of cloud block storage,
compute and network services. They
provide a way for cloud operators to
logically segment their compute
based on arbitrary factors like
location (country, datacenter, rack),
network layout and/or power source.



Host
Aggregates



LXD vs LXC | Advantages



LXD vs LXC | Advantages



RaaS-IS JUJU configuration

● Deploys a set of applications in a single step
● The bundle YAML file contains:
➔ All applications required for the bundle
➔ Any application specific configuration options
➔ All machine specifications
➔ All relations required
● Bundles can be:
➔ Local
➔ In the charm store
● Bundle files can contain one or more bundle definitions



Juju example





See all LXC containers with 
their services



All modules communicate



OpenStack Heat

• Orchestration tool

• Deploys resources based on templates

• Provides both an OpenStack-native REST 
API and a CloudFormation-compatible 
Query API.

• Can be used by Horizon and openstack-
clients



Demo



OpenStack 
Sahara -
arhitecture



Demo



Kubernetes (using Magnum*) 

• OpenStack can use Zun and Magnum for containers

• Magnum makes container orchestration engines such
as Docker Swarm, Kubernetes, and Apache Mesos
available as first-class resources in OpenStack. Magnum
uses Heat to orchestrate an OS image which contains
Docker and Kubernetes and runs that image in either
virtual machines or bare metal in a cluster
configuration.

• We are going to use Container Orchestration Engine
(COE)



Put in practice I
Why Containers and not VMs?



Demo



Apache Spark & 
Hadoop challenges

• JVM

• Shuffles

• Sort and Spills

• Data skewness 



Apache Spark & 
Hadoop challenges

• Optimize Hadoop I/O

• HDFS Short-Circuit Local Reads

• Centralized Cache Management & memory storage

• Multihomed Networks

• HDFS Erasure Coding

• Disk balancer

• Rack awareness



TO DOs

• JupyterHub or Jupyter Lab in containers for data science 
and ML (maybe as a SaaS)

• OpenStack SDK Application for better operations to non 
experienced users

• More practical example for students (Microservices & 
DevOps)

• New GPU servers

• Adopt more Apache Foundation FOSS

• Focus on K8s

• Maybe Ansible too…



References

• LXD vs LXC images borrowed from Canonical - Using containers to 
create the World's fastest OpenStack presentation

• Text from OpenStack Docs


