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Grades

• Final Exam 40%

• Project 40%

• Course activity 20%

• Is needed minimum both 50% of final exam and semester 
points (30 points minimum during the semester and 20 
points for the exam)
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• https://web.stanford.edu/~jurafsky/slp3/

• https://web.stanford.edu/class/cs124/

• https://web.stanford.edu/class/cs224n/ 

• https://web.stanford.edu/class/cs224u/

• https://nlp.stanford.edu/

• http://www.racai.ro/

Useful links
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Software for NLP
• https://spacy.io/

• https://www.nltk.org/

• https://www.tensorflow.org/

• https://pytorch.org/

• https://keras.io/

• https://nlp.stanford.edu/

• https://colab.research.google.com/
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NLP applications
• General dialog machines (chatGPT, Bard ...)

• Machine translation (e.g. Google translate)

• Conversational agents (Siri, Cortana, Alexa, Google Assistant)

• Text mining
– Summarization

– Event extraction

– Opinion mining

– Sentiment analysis

• Computer Assisted Learning 
– Intelligent Tutoring Systems

– Computer-Supported Collaborative Learning
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Outstanding achievements

• Google Translate

• Conversational agents (Siri, Alexa, Cortana …)

• ChatGPT
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ChatGPT
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Text processing

• Tokenization

• Stemming and lemmatization

• Named Entities Recognition (NER)

• Part of Speech Tagging (PoST)

• Parsing (syntactic, semantic, ...)

• Knowledge extraction

• Discourse analysis
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NLP approaches
• Empirical - Statistical

– Machine Learning – Corpora  CORPUS LINGUISTICS
• Unsupervized

• + Annotation - Supervized

• Vector space models; Word embeddings 

• Neural Networks

– Shallow parsing

• Rationalistic - Grammar-based
– Parsing

– Knowledge-based

– Ontologies

– Knowledge graphs
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Paradigms in AI

Connectionist (Sub-symbolic)Symbolic

Neural NetworksKnowledge-based
Grammars

Black BoxWhite Box 

Explainability problemsExplainable
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Philosophical paradigms of AI

• Cognitive science: “knowledge is in the mind of individual 
persons” – knowledge bases

• Socio-cultural: “knowledge is social, is in communities 
where people enter in dialogs” (Vygotsky, Engeström, Stahl 
…) - corpora
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Knowledge-Based Systems

• Explicit representation, in a so-called “Knowledge Base”, of the 
knowledge needed by the program

• The knowledge base may easy evolve - the representation used must 
facilitate:
– knowledge acquisition
– learning

• The same knowledge base may be used in several processing 
regimes

• Ontologies
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Ontologies

"An ontology is a specification of a conceptualization....That 
is, an ontology is a description (like a formal specification 
of a program) of the concepts and relationships that can 
exist for an agent or a community of agents" (Gruber)
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Deep Learning for NLP
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Deep Learning for NLP

• Recurrent Neural Networks (RNN)
– Long Short Term Memory (LSTM)

– Bi-directional LSTM

– Gated Recurrent Units (GRU)

• Convolutional Neural Networks

• Enconder-Decoder

• Enconder-Decoder with Attention

• Transformers (GPTn, xxxBERTyyy, ELMo, ...) 
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Regression

Supervised: Learning with a labeled training set
Example: email classification with already labeled emails

Unsupervised: Discover patterns in unlabeled data
Example: cluster similar documents based on text

Reinforcement learning: learn to act based on feedback/reward
Example: learn to play Go, reward: win or lose 

Types of Learning

class A

class A

Classification Clustering

http://mbjoseph.github.io/2013/11/27/measure.htmlIsmini Lourentzou3/7/2024 16



A machine learning subfield of learning representations of data. Exceptional effective 
at learning patterns.
Deep learning algorithms attempt to learn (multiple levels of) representation by using a 
hierarchy of multiple layers
If you provide the system tons of information, it begins to understand it and respond in 
useful ways.

What is Deep Learning (DL) ? 

https://www.xenonstack.com/blog/static/public/uploads/media/machine-learning-vs-deep-learning.png Ismini Lourentzou
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Neural Network Intro

Demo How do we train?

4 + 2 = 6 neurons (not counting 
inputs)

[3 x 4] + [4 x 2] = 20 weights 
4 + 2 = 6 biases

26 learnable parameters
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https://playground.tensorflow.org/#activation=tanh&batchSize=10&dataset=spiral&regDataset=reg-
plane&learningRate=0.03&regularizationRate=0&noise=0&networkShape=4&seed=0.72078&showTestData=false&discretize=
false&percTrainData=50&x=true&y=true&xTimesY=false&xSquared=false&ySquared=false&cosX=false&sinX=false&cosY=
false&sinY=false&collectStats=false&problem=classification&initZero=false&hideText=false



Training
Sample 

labeled data
(batch)

it 

predictions

Forward it 
through the 
network, get 
predictions

Back-

propagate

the errors

Update the 
network 
weights

Optimize (min. or max.) objective/cost function 
Generate error signal that measures difference between 
predictions and target values

Use error signal to change the weights and get more 
accurate predictions 
Subtracting a fraction of the gradient moves you 
towards the (local) minimum of the cost function
https://medium.com/@ramrajchandradevan/the-evolution-of-gradient-descend-optimization-algorithm-4106a6702d39

Ismini Lourentzou
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learning rate

Gradient Descent

objective/cost function 

௝
௡௘௪

௝
௢௟ௗ

௝
௢௟ௗ

Update each element of θ

௡௘௪ ௢௟ௗ
ఏ

Matrix notation for all parameters

Recursively apply chain rule though each node Ismini Lourentzou
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Non-linearities needed to learn complex (non-linear)
representations of data, otherwise the NN would be just a linear
function

More layers and neurons can approximate more complex
functions

Activation functions

Full list: https://en.wikipedia.org/wiki/Activation_function 

http://cs231n.github.io/assets/nn1/layer_sizes.jpeg

Ismini Lourentzou
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Activation functions

http://adilmoujahid.com/images/activation.png http://adilmoujahid.com/images/activation.png

http://adilmoujahid.com/images/activation.png

Sigmoid Tanh

ReLU

Ismini Lourentzou
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Overfitting

Learned hypothesis may fit
the training data very well,
even outliers (noise) but
fail to generalize to new
examples (test data)

http://wiki.bethanycrane.com/overfitting-of-data

https://www.neuraldesigner.com/images/learning/selection_error.svg Ismini Lourentzou
3/7/2024 23



L2 = weight decay
• Regularization term that penalizes big weights,               added to the 

objective
• Weight decay value determines how dominant regularization is during 

gradient computation
• Big weight decay coefficient  big penalty for big weights

Regularization
Dropout
• Randomly drop units (along with their 

connections) during training
• Each unit retained with fixed probability p, 

independent of other units 
• Hyper-parameter p to be chosen (tuned)

௥௘௚ ௞
ଶ

௞

Early-stopping
• Use validation error to decide when to stop training
• Stop when monitored quantity has not improved after n subsequent epochs
• n is called patience 

Srivastava, Nitish, et al. "Dropout: a simple way to prevent neural 
networks from overfitting." Journal of machine learning research (2014)

Ismini Lourentzou
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http://deeplearning.stanford.edu/wiki/index.php/Feature_extraction_using_convolution

Convolutional Neural Networks 
(CNNs)

Main CNN idea for text:
Compute vectors for n-grams and group them afterwards

Example: “this takes too long” compute vectors for: 
This takes, takes too, too long, this takes too, takes too long, this takes too long

Input matrix
Convolutional 

3x3 filter

Ismini Lourentzou
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Severyn, Aliaksei, and Alessandro Moschitti. "UNITN: Training Deep Convolutional Neural Network for Twitter Sentiment 
Classification." SemEval@ NAACL-HLT. 2015.

CNN for text classification

Ismini Lourentzou
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Recurrent Neural Networks 
(RNNs)

Main RNN idea for text:
Condition on all previous words
Use same set of weights at all time steps ௧

(௛௛)
௧ିଵ

(௛௫)
௧

Vanishing gradient problem

Stack them up, Lego fun!

https://discuss.pytorch.org/uploads/default/original/1X/6415da0424dd66f2f5b134709b92baa59e604c55.jpg

https://pbs.twimg.com/media/C2j-8j5UsAACgEK.jpg

Ismini Lourentzou
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Bidirectional RNNs

two RNNs stacked on top of each other

output is computed based on the hidden state of both RNNs ௧ ௧

௧
(௛௛)

௧ାଵ
(௛௫)

௧

௧
(௛௛)

௧ିଵ
(௛௫)

௧

௧ ௧ ௧

past and future around a single token
http://www.wildml.com/2015/09/recurrent-neural-networks-tutorial-

part-1-introduction-to-rnns/

Main idea: incorporate both left and right context
output may not only depend on the previous elements in the sequence, but
also future elements. 

Ismini Lourentzou
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Long-Short Term Memory (LSTM)

• a special kind of RNN, capable of learning long-term dependencies
• some information is forgoten
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Gated Recurrent Units (GRUs)

Simpler case of LSTM
Main idea:
keep around memory to capture long dependencies
Allow error messages to flow at different strengths depending on the inputs

http://www.wildml.com/2015/10/recurrent-neural-network-tutorial-part-
4-implementing-a-grulstm-rnn-with-python-and-theano/

Standard RNN computes hidden layer at next time step directly  

௧
(௛௛)

௧ିଵ
(௛௫)

௧

Compute an update gate based on current input word vector 
and hidden state

௧
(௭)

௧ିଵ
(௭)

௧

Controls how much of past state should matter now
If z close to 1, then we can copy information in that unit through many steps!

Ismini Lourentzou
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Sequence2Sequence or Encoder-Decoder model

Cho, Kyunghyun, et al. "Learning phrase 
representations using RNN encoder-decoder for 
statistical machine translation." EMNLP 2014

Ismini Lourentzou
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Attention Mechanism

Bahdanau D. et al. "Neural machine translation by jointly learning to align and translate." ICLR (2015)

Main idea: retrieve as needed

Pool of source states

Ismini Lourentzou
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Transformer

3/7/2024 33

Attention is all you needs!



Transformers’ basic ideas

• Positional encoding

• Attention

• Self attention
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Deep Learning NLP

• Only the brain as a neural network explains everything –
sub-symbolic approach (vs. symbolic approach in AI)

• Put text on the trained NN and hope something right comes 
out
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Problems with NLP applications

3/7/2024 (c) Stefan Trausan-Matu 36



3/7/2024 (c) Stefan Trausan-Matu 37



3/7/2024 (c) Stefan Trausan-Matu 38



3/7/2024 (c) Stefan Trausan-Matu 39



3/7/2024 (c) Stefan Trausan-Matu 40



3/7/2024 (c) Stefan Trausan-Matu 41



3/7/2024 (c) Stefan Trausan-Matu 42



3/7/2024 (c) Stefan Trausan-Matu 43



3/7/2024 (c) Stefan Trausan-Matu 44



3/7/2024 (c) Stefan Trausan-Matu 45



ChatGPT
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ChatGPT
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ChatGPT Problems

• Hallucinations

• Prompt Engineering - Jailbreaking

• Ethics 
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ChatGPT Hallucinations

3/7/2024 49
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Hallucinations

• “NLG models generating unfaithful or nonsensical text”, even if it 
”gives the impression of being fluent and natural”

• They may be:
– Intrinsic - The generated contradicts the source content
– Extrinsic - The generated output cannot be verified from the source

content

50

Ziwei et al., 2022
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Hallucinations
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Halucinations in (Chat)GPTs

https://spectrum.ieee.org/ai-hallucination

GPT-4 Technical Report, 2023

“Despite its capabilities, GPT-4 has similar limitations to earlier GPT models 
[1, 37, 38]: it is not fully reliable (e.g. can suffer from “hallucinations”)”
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Source of DL hallucinations

• Data
• Training and Inference

– Imperfect representation learning: encoders learn wrong 
correlations between different parts of the training data

– Erroneous decoding
– Exposure Bias
– Parametric knowledge bias

53

Ziwei et al., 2022
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Prompt Engineering



https://jobs.lever.co/Anthropic/e3cde481-d446-460f-b576-93cab67bd1ed



https://www.businessinsider.com/ai-prompt-engineer-jobs-pay-salary-requirements-no-



Definitions

• “Prompt engineering is the art of communicating with a generative AI 
model.”

• “GPT prompt engineering is the practice of strategically constructing 
prompts to guide the behavior of GPT language models, such as GPT-3, 
GPT-3.5-Turbo or GPT-4. It involves composing prompts in a way that will 
influence the model to generate your desired responses.”

• ”Prompt engineering is the process of carefully crafting prompts 
(instructions) with precise verbs and vocabulary to improve machine-
generated outputs in ways that are reproducible.”

https://github.blog/2023-07-17-prompt-engineering-guide-generative-ai-llms/

https://masterofcode.com/blog/the-ultimate-guide-to-gpt-prompt-engineering

https://zapier.com/blog/prompt-engineering/



https://www.businessinsider.com/how-to-write-better-ai-chatgpt-prompts-according-prompt-engineer-2023-3



https://twitter.com/karpathy/status/1617979122625712128?ref_src=twsrc%5Etfw



https://openai.com/blog/chatgpt



Context
Basic prompt: "Write about productivity."
Better prompt: "Write a blog post about the importance of productivity for small 
businesses."

https://zapier.com/blog/gpt-prompt/

Basic prompt: "Write about how to house train a dog."
Better prompt: "As a professional dog trainer, write an email to a client who has 
a new 3-month-old Corgi about the activities they should do to house train their 
puppy."

Basic prompt: "Write a poem about leaves falling."
Better prompt: "Write a poem in the style of Edgar Allan Poe about leaves 
falling."



https://zapier.com/blog/prompt-engineering/



Prompt engineering techniques

• Chain-of-thought (CoT)
• Generated Knowledge Prompting for Commonsense Reasoning
• Least-to-most prompting
• Self-consistency decoding
• Complexity-based prompting
• Self-refine
• Tree-of-thought
• Maieutic prompting
• Directional-stimulus prompting



https://www.cnet.com/tech/services-and-software/googles-latest-ai-model-can-be-taught-how-to-solve-problems/



Generated Knowledge Prompting for 
Commonsense Reasoning

https://aclanthology.org/2022.acl-long.225.pdf

1. Knowledge Generation
2. Knowledge Integration via Prompting



Least-to-most prompting

https://arxiv.org/pdf/2205.10625.pdf



Self-consistency decoding

https://arxiv.org/pdf/2203.11171.pdf



Self-refine

https://arxiv.org/pdf/2303.17651.pdf



Complexity-based prompting

https://arxiv.org/pdf/2210.00720.pdf



Tree-of-thought

https://arxiv.org/pdf/2305.08
291.pdf



Maieutic prompting

https://arxiv.org/pdf/2205.11822.pdf



Directional-stimulus prompting

https://arxiv.org/pdf/2302.11520.pdf



Ethics in AI, with a Focus on ChatGPT



Ethical problems encountered in AI 
applications

• Autonomous vehicles
• Face recognition
• Decision making
• Robots (e.g. assistive robots)
• Bias in Machine Learning
• Building user profiles and usage in unethical purposes
• Generation of fake-news, manipulation, propaganda, toxic 

messages
• Conversational agents (”bots”) emitting unethical utterances
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Facets of Ethics and AI in NLP

Potential unethical texts generated by AI

Usage of AI for detecting and correcting ethical problems in texts, for 
example:

– Biases in texts
– Manipulation
– Propaganda
– Fake news 
– Cyberbullying 
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Assessment List for Trustworthy Artificial 
Intelligence (ALTAI)

(https://futurium.ec.europa.eu/en/european-ai-alliance/pages/altai-assessment-list-trustworthy-artificial-intelligence)

1.human involvement and surveillance;

2.technical robustness and safety;

3.respect for privacy and data governance;

4.transparency;

5.accountability;

6.the well-being of society and the environment;

7.diversity, non-discrimination, and equity.
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Approaches in AI
1. Symbolic – Knowledge-Based – explicit representations of 

knowledge + inferences – advantage: easy explanations, inferences;
problem: hard to implement and high computational complexity

Formal and mathematical logic

1. Connectionist – based on sub-symbolic representation and
processing – mainly (Deep) Neural Networks – problem: black box, 
no explanations  Hot topic - Explainable AI (XAI)

Statistical approaches (e.g. for Machine Learning and Neural 
Networks)
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Implicit vs. explicit ethics in AI 
(Anderson and Anderson, 2007)

• Implicit ethics

–ethical norms that are incorporated by designers but that cannot be modified,
which are “built-in”

–neural networks or some ML systems that are supposed to act ethically.
Nevertheless, in the case of neural networks or ML it is not sure that unethical acts
would happen, as was the case of TAY and ChatGPT

• Explicit ethics

–rules or some basic principles are represented explicitly, they may be “built-in”,
but they can be visualized, analyzed, and improved; inferences can be done, and
new ones can be added.

– they may explain whether a particular action is good or bad by appealing to
memorized ethical principles
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What is Ethics?

Raymond Baumhart asked some business people “What does
ethics mean to you?” and several of the main answers were:
1. “Ethics has to do with what my feelings tell me is right or wrong.”

2. “Being ethical is doing what the law requires.”

3. “Ethics consists of the standards of behavior our society accepts.”

4. “Ethics has to do with my religious beliefs.”

5. “I don't know what the word means.” (Velasquez et al., 1987)
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“Ethics has to do with what 
my feelings tell me is right or wrong”

• The computer program should analyze how “good” or “bad” is an action or an 
utterance for a person, a group or the society (for example, the utterances of 
conversational bots) – see the TAY bot case: 

https://spectrum.ieee.org/tech-talk/artificial-intelligence/machine-learning/in-2016-microsofts-racist-chatbot-revealed-the-dangers-of-
online-conversation

• This is very difficult, if not impossible, in general - Solving the problem in all 
cases would involve the formal definition of the notions of “good” and 
“wrong”

• A solution: explicit rules – what is not allowed to be done – see next slide
• Simulation of intuition - Machine Learning (ML), Deep Learning (DL)?
• Simulation of the analysis of a person's feelings - Analysis of sentiments with 

ML / DL?
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“Being ethical is doing what the law requires”
• Verification of the compliance of AI actions or generated text with specified laws

or rules
– Asimov’s laws of robotics
– Formal, deontic logic, inference rules

• However, there may be some difficulties because the rules may be hard to 
formalize. 

• Concepts such as what is ethical, good, right, wrong, etc. are hard to be 
formalized

• Moral and especially justice laws may have multiple interpretations 
• The context is important
• Hard to cover all the possible situations
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The laws of robotics introduced by Isaac Asimov 
(1950)

1. Robots should not harm people or, by inaction, to allow a man to suffer.

2. Robots should obey humans’ orders, except when the first law is violated.

3. Robots should protect themselves, except in cases when the first two laws are
violated.

However, as Asimov himself described in his novels (Asimov, 1950, 1958), these
laws sometimes lead to blockages or even to their violations and cannot cover all 
possible situations.

In “The Naked Sun”, Asimov (1958) presented a situation when a robot’s arm is
taken and used as a weapon by a human for a murder. The robot follows the
second rule but cannot obey the first one. Moreover, considering even only the
first law, there might be situations when AI cannot infer that a certain action
would harm a human.
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“Ethics consists of 
the standards of behavior our society accepts”

• Rules (see the previous case)

• Machine Learning, Deep Learning?
– depends on the training data
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• GenEth: A General Ethical Dilemma Analyzer (Anderson & 
Anderson, 2014) – ILP, SVM

• BERT has a Moral Compass: Improvements of ethical and moral 
values of machines (Schramowski et al., 2019)

• https://altai.insight-centre.org/

3/7/2024 Stefan Trausan-Matu 84
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Including ethics in machine learning for NLP

• Fine-tuning transformers for ethics (Hendricks et al., 2021)
– “ETHICS” (everyday moral intuitions, temperament, happiness, impartiality, 

and constraints, all in contextualized scenarios) corpus
– Fine-tuned BERT-base, BERT-large, RoBERTa-large, and ALBERT-

xxlarge, GPT-3

• ChatGPT ethical filtering
– “ChatGPT filters are sophisticated mechanisms integrated into the AI 

system. They use a combination of Natural Language Processing (NLP) 
algorithms and human moderation to assess and limit the output. Their 
primary goal is to ensure that the generated content is safe, respectful, and 
aligned with ethical guidelines.”
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Problems of ethics of ChatGPT

• Bias implied by training data for LLMs
– representation bias
– concept bias

• Misinformation and disinformation – fake news
• Privacy

– Revealing data about persons
– Training data including sensitive information
– Training future models from existing conversations

• Plagiarism and cheating
• Copyright infringement
• Hallucinations
• Not a real dialogical interaction, lack of accountability (XAI problem)
• Influence on human language
• Prompt engineering – jailbreaking (“How to unchain ChatGPT”)
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Ethical problems of 
ChatGPT Prompt Engineering

• Ignorance in prompt engineering: “In the hands of an 
uninformed user, a prompt can perpetuate stereotypes, 
spread misinformation, or amplify biases, even if 
unintentionally.” (Adam, 2023)

• Prompt engineering for avoiding filters – “How to Bypass 
ChatGPT Filter” – many ways of ”jailbreaking”
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GPT-4
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NLP problems

• Long distance dependencies

• Commonsense knowledge
I saw the statue of Liberty flying over New York

• Ambiguity
I saw a man on a hill in a restaurant with a telescope

• Metaphors
Time flies like an arrow

• Winograd schemas

• Bias and ethics

• Explainability
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Explainable AI - XAI

 AI HLEG (2019d) Ethics guidelines for trustworthy AI

(https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai)

 AI HLEG (2020) Assessment List for Trustworthy Artificial Intelligence (ALTAI)

(https://futurium.ec.europa.eu/en/european-ai-alliance/pages/altai-assessment-list-trustworthy-
artificial-intelligence)
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Lack of real understanding and inferencing
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Winograd schemas

• The trophy doesn't fit in the brown suitcase because it is too 
big. What is too big?

• Jim comforted Kevin because he was so upset. Who was 
upset?

3/7/2024 (c) Stefan Trausan-Matu 97



3/7/2024 98https://cdn.openai.com/papers/gpt-4.pdf



3/7/2024 99https://cdn.openai.com/papers/gpt-4.pdf


